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Subcategorization Recoverability Conclusion

Take-home message

I Overgeneration problem in syntax
Subcategorization can express very unnatural constraints,
due to category refinement.

I A linguistically fertile solution
Category features don’t come for free.
They must be inferable from the local context.
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Outline

1 Subcategorization is too powerful

2 Local feature recoverability



Subcategorization Recoverability Conclusion

Hidden power of subcategorization

Every formalism with subcategorization can express
undesirable constraints. (Graf 2017)

Counting every DP contains at least five LIs

Symmetry closure every reflexive c-commands its antecedent

Complement sentence well-formed iff ill-formed in English

Boolean closure sentence must obey either V2 or Principle A,
unless there are less than 7 pronounced LIs

Domain blindness a sentence is well-formed iff there are at least
two words that display word-final devoicing

Is(n’t)lands an adjunct is an island iff
it is inside an embedded clause or
it contains no animate nouns
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Subcategorization Recoverability Conclusion

Why?

I Complex constraints can be lexicalized
by decomposing them into refined categories.

I They are then enforced via subcategorization.

I It’s a generalized version of slash feature percolation.
(Gazdar et al. 1985; Graf 2011; Kobele 2011)
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An example from Minimalist grammars

Subcategorization in MGs (Stabler 1997)

I Category features (F−)

I Selector features (F+)

I Subcategorization: matching features of opposite polarity

A very simple MG

foo :: X− foo :: X+X−

bar :: X− bar :: X+X−

ε :: X+C−

ε :: X+C−

bar :: X+X−

foo :: X−

ε :: X+C−

bar :: X+X−

bar :: X+X−

foo :: X−
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Adding modulo counting

I Suppose every tree must have an even number of nodes

I Refinement: X− ⇒ O− and E− for Odd and Even

Refined MG with even/odd distinction

foo :: O− foo :: E+O−

foo :: O+E−

bar :: O− bar :: E+O−

bar :: O+E−

ε :: O+C−

ε :: O+C−

bar :: O+E−

foo :: O−

ε :: O+C−

bar :: E+O−

bar :: O+E−

foo :: O−
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Subcategorization Recoverability Conclusion

The problem with subcategorization

I Even very complex constraints can be

1 compiled into the category system and
2 enforced via subcategorization.

I works for all MSO constraints ⇒ massive overgeneration
(Graf 2011; Kobele 2011)

I Linguistic criteria for determining categories
are too weak to prevent this.
I morphology
I syntactic distribution
I semantics

The central issue

We need a more restrictive notion of category!
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A formal notion of complexity
I We need to restrict the power of subcategorization, but how?
I Linguistic restrictions on categories don’t work.
I Subregular complexity provides a fix. . .

(Heinz 2009, 2010, 2018; Chandlee 2014; Jardine 2016; McMullin

2016; Aksënova et al. 2016; Graf 2018; Shafiei and Graf 2020)
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The key idea

I Features currently come for free.

I We must measure the cost of features.

water :: D+D+V−

the :: N+D−

gardeners :: N−

their :: N+D−

flowers :: D−

water

the

gardeners

their

flowers
removal

feature assignment

Local feature recoverability

Features must be recoverable in an ISL fashion.
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Input strictly k-local relabelings

ISL string-to-string transduction (Chandlee 2014)

Rewrite each symbol in a string based on its local input context.

An ISL-3 relabeling

a b

b b a

a c a e

a b b a c a

b b a b e b

I ISL is a very weak class,
yet widely found in phonology and morphology.
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Lifting ISL relabelings to trees

String contexts as tree contexts

a c a e

a c a e

a

c

a

e

a

a

a

c

c c

e
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Reminder: ISL for feature inference

I Feature cost ≈ how hard to assign by transduction?

water :: D+D+V−

the :: N+D−

gardeners :: N−

their :: N+D−

flowers :: D−

water

the

gardeners

their

flowers
removal

feature assignment

Local feature recoverability

Features must be recoverable in an ISL fashion.

Intuition
Categorial ambiguity can be resolved within local context
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Modulo counting is not ISL recoverable

ε :: O+C−

bar :: E+O−

foo :: O+E−

bar :: O−

ε

bar

bar

foo

bar

bar

bar

I Can you determine
the features of foo?

1 O+ E−

2 E+ O−

I No, that’s impossible.

I You need more than
local information.

I Modulo counting
is not ISL recoverable.
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An empirical conjecture

SL-2 recoverability conjecture

The category and selector features of lexical items are

I recoverable from feature-less dependency trees

I using only a window of size 2.

water

the

gardeners

their

flowers

water

the

gardeners

their

flowers

water

the

gardeners

their

flowers
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Implications and open issues

Implications

I We avoid tons of overgeneration.

I Heads only select for arguments, not arguments of arguments.

Open issues

I Needs to be tested across many languages
I Depends on theoretical assumptions

I distribution of empty heads
I lexical items fully inflected or bare roots?

(Hale and Keyser 1993; Marantz 1997)

I SL-2 may be too tight, but SL-k recoverability seems safe

I Move features are not ISL recoverable!

14
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Towards a learning algorithm for Minimalism

I Categories are a major hurdle for syntactic learning algorithms.

I Feature recoverability opens up a new strategy.

A learning paradigm for Minimalist syntax

1 Input
I string (observed)
I head-argument relations (basic semantic interpretation)
I notion of feature recoverability (UG)

2 Construct feature-free dependency tree

3 Distributional learning of categories via ISL recoverability
(state merging)

4 Infer movement from string
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Conclusion

I Subcategorization: major loop hole in syntactic formalisms

I Instead of substantive restrictions on categories,
we can use a formal restriction: ISL recoverability.

I Rules out majority of unnatural constraints/category systems

I Raises empirical questions about choice of representation

To be done

I test ISL recoverability with MGbank corpus (Torr 2017)

I how to assign Move features
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